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Abstract We study the density of complex zeros of a system of real random SO(m + 1)
polynomials in m variables. We show that the density of complex zeros of this random
polynomial system with real coefficients rapidly approaches the density of complex zeros in
the complex coefficients case. We also show that the behavior the scaled density of complex
zeros near R

m of the system of real random polynomials is different in the m ≥ 2 case than
in the m = 1 case: the density approaches infinity instead of tending linearly to zero.

Keywords Random polynomials · Probability · Several complex variables · Random zeros

1 Introduction

The density of real (resp. complex) zeros of random polynomials in one and several vari-
ables with real (resp. complex) Gaussian coefficients has been studied by many. Kac [9]
and Rice [12] independently found the density of zeros of a random polynomial with real
standard Gaussian coefficients. Bogomolny, Bohigas, and Leboeuf [3, 4] and Hannay [7]
have results on the density of (and correlations between) zeros of random polynomials with
complex Gaussian coefficients. Edelman and Kostlan [6] generalize the results for density of
real (resp. complex) zeros to systems of independent random functions in several variables
when the coefficients are real (resp. complex) Gaussian random variables. These results were
often motivated by problems in electrical engineering and physics. For example, Rice’s mo-
tivation for studying zeros random polynomials was zero crossings of noisy signals, while
Bogomolny, Bohigas, and Leboeuf were interested in problems that arise in quantum chaotic
dynamics.
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In one variable, Shepp and Vanderbei [13], Ibragimov and Zeitouni [8], and Prosen [11]
have studied complex zeros of real polynomials. Shepp and Vanderbei extended Kac’s for-
mula for the density of zeros of polynomials in one real variable, in the case where the
coefficients are standard real Gaussian coefficients, to include both real and non-real zeros
of those same polynomials. Ibragimov and Zeitouni studied the density of zeros of random
polynomials with i.i.d coefficients (which are not necessarily Gaussian). Prosen followed
Hannay’s approach and found both an unscaled and a scaled density formula for the com-
plex zeros of a random polynomial with independent real Gaussian coefficients. Prosen’s
motivation also came from quantum chaos, and he applied his results to chaotic systems
with time reversal symmetry. This symmetry is what motivated Prosen to study polynomials
with real random coefficients as opposed to the polynomials with complex random coeffi-
cients like those in [3, 4], and [7]. One consequence of Prosen’s unscaled density formula is
that, away from the real line, the density of complex zeros of an SO(2) random polynomial
which is the polynomial given by

fN(z) =
N∑

j=0

aj

(
N

j

) 1
2

zj ,

where aj is a real standard Gaussian random variable, rapidly approaches the density of
complex zeros of a random SU(2) polynomial which is the polynomial given by

fN(z) =
N∑

j=0

cj

(
N

j

) 1
2

zj

where cj is a complex standard Gaussian random variable, as N , the degree of the polyno-
mial, goes to infinity. Figure 1 illustrates this fact.

Fig. 1 (Color online) The
density of complex zeros of a
random SO(2) polynomial for
increasing values of N . Because
of symmetries, it is sufficient to
plot the density along the
imaginary axis for 0 < y ≤ 1.

Here we have normalized so that
the density of zeros of a random
SU(2) polynomial is the constant
function 1
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Fig. 2 (Color online) The
density of complex zeros of the
SO(m + 1) polynomial for
increasing values of N , in the
m = 2 case. Because of the
invariance properties of the
SO(m + 1) polynomial, it is
sufficient to plot the density for
z = (iy,0) ∈ C

m with 0 < y ≤ 1;
that is, along the imaginary axis
of the z1 component. We have
normalized so that the density of
zeros of the random SU(m + 1)
polynomial is the constant
function 1

Using the Poincaré-Lelong formula, we show this convergence, recovering Prosen’s sin-
gle variable result [11], and we show the convergence to be exponential. In Theorem 1 we
generalize this result to the density of zeros of a random SO(m + 1) polynomial system in
m variables (defined below). This generalized result is illustrated in Fig. 2 for the special
case m = 2. In [10], the author uses a different method to generalize this result further to the
density of critical points of a random SO(m+1) polynomial in m variables. In one variable,
Prosen also showed that, for every N , the density of zeros tends linearly towards zero as we
approach the real line. This result can be seen in Fig. 1. In several variables, the behavior
near y = 0 (i.e., near R

m) is much different. See Fig. 2. The same can be said for the scaled
density. In Theorem 2, we show that near R

m, the behavior of the scaled density of complex
zeros of the system in Theorem 1 is different in the m ≥ 2 case than the behavior of the
scaled density in the m = 1 case that was shown by Prosen: for m ≥ 2, the density goes to
infinity instead of tending linearly to zero. Figures 3 and 4 illustrate the scaled density for
the SO(m + 1) polynomial for m = 1 and m = 2. We now state these results more precisely.

1.1 Density of Zeros

Consider hm,N = (f1,N , . . . , fm,N ) : C
m → C

m, where fq,N is an SO(m + 1) polynomial of
the form

fq,N (z) =
N∑

|J |=0

c
q

J

(
N

J

)1/2

zJ ,

where the c
q

J ’s are independent complex random variables, where the random vector {cq

J } ∈
C

DN ,DN = (
N+m

m

)
has associated measure dγ , and where we are using standard multi-

index notation. We show that for these m independent functions in m variables, the density
of complex zeros in the real coefficients case rapidly approaches the density in the com-
plex coefficients case as the degree of the polynomials gets large. In fact, we show that the
convergence is exponential. Figure 2 illustrates this convergence for the case m = 2.

Note that we have normalized these density functions so that the density in the complex
coefficients case is the constant function 1, and that, because of invariance properties of
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Fig. 3 (Color online) The scaled
density of zeros for m = 1

Fig. 4 (Color online) The scaled
density of zeros for m = 2

the SO(m + 1) polynomial, it is enough to show the graph of the density function for z =
(iy,0) ∈ C

m,0 < y ≤ 1; that is, along the imaginary axis of the z1 component.
More formally, let

dγcx = 1

πN
e−|c|2dc

dγreal = δ
R

DN

1

(2π)N/2
e−|c|2/2dc,

where c ∈ C
DN , and δ

R
DN is the delta measure on R

DN ⊂ C
DN . Here dγcx corresponds

to the standard complex Gaussian coefficients case, where we are considering the random
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SU(m + 1) polynomial

fq,N (z) =
N∑

|J |=0

c
q

J

(
N

J

)1/2

zJ ,

where the c
q

J ’s are standard complex Gaussian random variables, and dγreal corresponds to
the standard real Gaussian coefficients case, where we have the random SO(m + 1) polyno-
mial

fq,N (z) =
N∑

|J |=0

c
q

J

(
N

J

)1/2

zJ =
N∑

|J |=0

a
q

J

(
N

J

)1/2

zJ ,

where c
q

J = a
q

J + i0 is a standard real Gaussian random variable. Let Eγ (·) denote the ex-
pectation with respect to γ ; or, in other words, integration over C

DN with respect to dγ. Let
Zhm,N (z)dω = ∑

hm,N (z)=0 δz denote the distribution corresponding to the zeros of hm,N(z).
Then Eγ (Zhm,N (z)) denotes the density of the zeros of h with respect to the measure dγ. We
now formally state the first result:

Theorem 1

Eγreal(Zhm,N (z)) = Eγcx (Zhm,N (z)) + O(e−λzN),

for all z ∈ C
m\R

m, where λz is a positive constant that depends continuously on z. The
explicit formula for λz is

λz = −log

∣∣∣∣
1 + z · z
1 + ‖z‖2

∣∣∣∣.

Also, for compact sets K ⊂ C
m\R

m, the density converges uniformly with an error term of
O(e−λKN), where λK is a constant that depends only on K .

Note that for z ∈ C
m\R

m, the argument of the log is less than 1, and λz is positive. Also
note that we are using the notation z · z = z2

1 + · · · + z2
m,‖z‖2 = |z1|2 + · · · + |zm|2.

The formula for Eγcx (ZhN (z)) is a special case of a result in [6], and is a very simple
function:

Eγcx (ZhN (z)) = mNm

πm

1

(1 + ‖z‖2)m+1
.

The formula for Eγreal(ZhN (z)) is very complicated, but, by Theorem 1, we know that
Eγreal(ZhN (z)) equals a very simple function, Eγcx (ZhN (z)), plus some exponentially small
term.

We prove this result using the Poincaré-Lelong formula, which is similar to that which
was used in [1], but has the added complication that the coefficients are real. The proof uses
2-point Szegő kernel asymptotics, which still applies to the polynomials with real coeffi-
cients because we are viewing them as functions of complex variables. We also use the fact
that the fq,N (z)’s are independent, which is a major difference from the critical points case
considered in [10].

Shiffman and Zelditch [14] and Bleher, Shiffman, and Zelditch [1, 2] have generalized
many results about random polynomials on C

m and R
m to complex manifolds, and they

have several results related to the statistics of zeros of a random holomorphic section of a
power of a line bundle over a complex manifold. In particular, in [1], the authors use the
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Poincaré-Lelong formula to find a formula for the density of zeros and correlations between
zeros. Edelman and Kostlan used a similar approach in [6] to get a result like Eγcx (ZhN (z))

but for systems of more general complex functions.
Motivated by applications in string theory, Douglas, Shiffman, and Zelditch [5] study the

critical points of a holomorphic section of a line bundle over a complex manifold. They use
a generalized Kac-Rice formula to find statistics of these critical points, namely the density
of critical points and correlations between critical points. In an upcoming paper, the author
studies complex critical points of a random polynomial with real coefficients and generalize
the result in Theorem 1 to the density of critical points of a SO(m + 1) polynomial.

1.2 Behavior of the Scaled Zero Density near R
m

Consider hm,N(z) as above. Note that the behavior of the density function in the m = 1 case
(Fig. 1) and the m = 2 case (Fig. 2) differ greatly. Consider the scaling limit of the density,

K∞
γreal

(z) = lim
N→∞

1

N
Eγreal(ZhN ( z√

N
)),

which will help us understand the behavior of the density function in a region around R
m

that is shrinking at a rate of 1√
N

. We can show that K∞
γreal

(z) depends only on y = Im z, so
we can write the scaled density as K∞

γreal
(y).

Figures 3 and 4 illustrate the behavior of K∞
γreal

(y) near R
m for m = 1 and m = 2. Note

that for m = 2,K∞
γreal

(y) does not tend linearly towards zero as in the m = 1 case, but instead
it tends to infinity. We prove the following:

Theorem 2 For y near 0,

K∞
γreal

(y) = O(|y|), m = 1,

K∞
γreal

(y) = O

(
1

‖y‖m

)
, m ≥ 2.

We will see that difference in the m = 1 and m ≥ 2 cases boils down to the fact that

∂2

∂y2
|y| = 0, for y ∈ R\{0},

∂2

∂yjyk

‖y‖ = O

(
1

‖y‖
)

, for y ∈ R
m\{0}, m ≥ 2.

Finally, after working mostly on C\R and C
m\R

m, we give a weak limit for Eγreal(ZfN
(z))

in the m = 1 case.
We show that

1

N
Eγreal(ZfN

(z)) = 1

N
Eγcx (ZfN

(z)) + O(N−1),

weakly on K ⊂ C. We stress that K could contain some points in R, whereas our strong
convergence result excludes points in R.
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2 Proof of Theorem 1 for m = 1

Consider the real random polynomial

fN(z) =
N∑

�=0

ã�z
�,

where the ã�’s are real independent Gaussian random variable with mean 0 and variance(
N

�

)
. Alternatively, one often writes

fN(z) =
N∑

�=0

a�

(
N

�

)1/2

z�,

where a� is a standard real Gaussian random variable. Instead, we choose to think of the
random polynomial

fN(z) =
N∑

�=0

c�

(
N

�

)1/2

z�,

where c� is a more general complex random variable with associated measure dγ . We then
consider two special cases

dγcx = 1

πN
e−|c|2dc, c ∈ C

N+1,

dγreal = δS

1

πN
e−|c|2dc, c ∈ C

N+1,

where δS is the delta function on S ⊂ C
N+1, the set of points c = a + ib ∈ C

N+1 where
b = 0 ∈ R

N+1. Here dγcx corresponds to the standard complex Gaussian coefficients case,
where we are considering

fN(z) =
N∑

�=0

c�

(
N

�

)1/2

z�,

where the c�’s are standard complex Gaussian random variables, and dγreal corresponds to
the standard real Gaussian coefficients case, where we have

fN(z) =
N∑

�=0

c�

(
N

�

)1/2

z� =
N∑

�=0

a�

(
N

�

)1/2

z�,

where c� = a� + i0 is a standard real Gaussian random variable. We let Eγ (·) denote expec-
tation with respect to dγ.

The goal of this section is to prove Theorem 1 in the m = 1 case:

Proposition 2.1 (Theorem 1 for m = 1) We can write

Eγreal(ZfN
(z)) = Eγcx (Zf

N
(z)) + ẼN(z),
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where

Eγcx (Zf
N
(z)) = N

π

1

(1 + |z|2)2

and where ẼN(z) = O(e−λzN ), for all z ∈ C\R. Here λz = −log
∣∣ 1+z2

1+|z|2
∣∣ is a positive con-

stant that depends continuously on z.

Using the Poincaré-Lelong formula, we write

Eγreal(ZfN
(z)) = Eγcx (Zf

N
(z)) + ẼN(z),

and we then aim to find an explicit formula for this error term. Writing fN(z) = a · FN(z)

and uN(z) = FN (z)

‖FN (z)‖ , we can write

ẼN(z) dx ∧ dy = Eγreal

(
i

π
∂∂̄ log |a · uN(z)|

)
.

Note that Eγreal(·) denotes an integral over all of R
N with respect to dγreal and is fairly

complicated integral. However, also note that dγreal, the real standard Gaussian measure, is
rotationally invariant. We use this fact and perform 2 real orthogonal changes of variables in
order to simplify this integral over R

N and write it as an integral over R
2:

Lemma 2.2 (Performing real rotations)

ẼN(z) dx ∧ dy = i

π
∂∂̄

∫

R2
log |a0(r + is) + a1(it)| 1

2π
e−(a2

0+a2
1 )/2 da0da1

for some functions r = rN(z), s = sN(z), and t = tN (z) for which we give formulas within
the proof of the lemma.

We make another change of variables, this time switching (a0, a1) to polar coordinates
(ρ, θ). We can easily integrate with respect to ρ, further simplifying our error term to an
integral with respect to θ over [0,2π ]. We apply Jensen’s formula to what is left to evaluate
the integral and get an explicit formula for ẼN(z):

Lemma 2.3 (Evaluating the integral) If r2 + s2 + t2 = 1 and r, s, t > 0, we have

1

2π

∫

R2
log |a0(r + is) + a1(it)|e−(a2

0+a2
1 )/2 da0da1 = 1

2
log(1 + 2rt).

Lemma 2.4 (An exact formula for, and asymptotics for, the error term) We show that, by
Lemma 2.2 and Lemma 2.3, and after some simplification of 2rt , we have

ẼN(z) = 1

π

∂2

∂z∂z̄
log

(
1 +

√

1 −
∣∣∣∣

(1 + z2)N

(1 + |z|2)N

∣∣∣∣
2 )

,

for z ∈ C\R. It follows that ẼN(z) = O(e−λzN ), z ∈ C\R, where λz = −log
∣∣ 1+z2

1+|z|2
∣∣ is a

positive constant depending continuously on z.
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This result gives us Theorem 1 for the one variable case.
In Sects. 2.1–2.5, we prove the aforementioned results. The approach we use is similar

to that described in [1], where they find the limit of the pair correlations of zeros of random
holomorphic sections of powers of a line bundle of a complex manifold. While we only deal
with density of zeros in this section, the condition that the coefficients aj are real causes the
method in [1] to be useful.

2.1 Proof of Proposition 2.1—Theorem 1 for m = 1

We write a = (a0, . . . , aN) and

FN =
((

N

0

)1/2

z0,

(
N

1

)1/2

z1, . . . ,

(
N

N

)1/2

zN

)
,

so that fN = a · FN . By the Poincare-Lelong formula, the density of the zeros of
f,Eγreal(ZfN

), satisfies

Eγreal(ZfN
) dx ∧ dy = Eγreal

(
i

π
∂∂̄ log |fN |

)

= Eγreal

(
i

π
∂∂̄ log |a · FN |

)
. (1)

We write FN(z) = ‖FN(z)‖uN(z), where uN(z) is a unit vector, and (1) becomes

Eγreal

(
i

π
∂∂̄ log‖FN(z)‖

)
+ Eγreal

(
i

π
∂∂̄ log |a · uN(z)|

)
.

From [1] we can see that

Eγcx (ZfN
(z)) dx ∧ dy = i

π
∂∂̄ log‖FN(z)‖

= Eγreal

(
i

π
∂∂̄ log‖FN(z)‖

)

so we have

Eγreal(Zf ) = Eγcx (Zf ) + ẼN(z). (2)

We now prove the Lemmas, which deal with the error term ẼN(z), and return to the proof
of Proposition 2.1 in Sect. 2.5.

2.2 Proof of Lemma 2.2—Real Rotations

As shown in [1], when aj is a standard complex Gaussian random variable, this error term
ẼN(z) is zero for all N (not just as N → ∞). Because of the SU(2)-invariance of the stan-
dard complex Gaussian measure, one can perform a unitary change of variables so that u
becomes (1,0, . . . ,0) and the integral

∫
CN+1 ∂∂̄ log |a · u|dγcx(a) becomes a single integral

that evaluates to 0:
∫

CN+1
∂∂̄ log |a · (1,0, . . . ,0)|dγcx(a) =

∫

C

∂∂̄ log |a0|dγcx(a0) = 0.
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In the case where aj is real, the second term is not zero for all N. Because only real
rotations can be performed, u can not be rotated to (1,0, . . . ,0), giving a single integral.
But we can still use the rotational invariance of real Gaussian measures to obtain a double
integral over R

2, which is a little more manageable than the integral over R
N+1.

Let u = Re u + iIm u. Note that u,Re u, and Im u depend on z and N but we frequently
omit these arguments for convenience. We can write u as

u = (Reu1, . . . ,ReuN) + i(Imu1, . . . , ImuN).

Since we need to do real rotations, the real and imaginary parts of u must be rotated the
same. Therefore, as mentioned, we can not rotate u to (1, 0, . . . , 0). However, we can rotate
so that either the real part or the imaginary part of u is of the form (r,0, . . . ,0), where
r = rN(z) is some (non-zero) constant less than 1. So we choose to perform a (real) rotation
of a0, a1, . . . , aN so that

ũ = Re ũ + iIm ũ = (r,0, . . . ,0) + i(Im ũ1, . . . , Im ũN ).

Then one can perform a rotation of the a1, . . . , aN variables so that Re ũ is unaffected and ũ
becomes

(rN(z),0, . . . ,0) + i(sN(z), tN (z),0, . . . ,0) = (rN(z) + isN(z), itN (z),0, . . . ,0).

Note that since u is a unit vector, and rotations preserve length, r, s, and t have the condition
r2 + s2 + t2 = 1. Note also that r, s, and t all depend on z and N but we frequently omit
these. We are now concerned with the limit of the simpler integral,

ẼN(z) = i

π

∫

RN+1
∂∂̄ log |(a0, . . . , aN) · (r + is, it,0, . . . ,0)|dγreal(a)

= i

π

∫

R2
∂∂̄ log |a0(r + is) + a1(it)|dμ(a0)dμ(a1)

= i

π
∂∂̄

∫

R2
log |a0(r + is) + a1(it)| 1

2π
e−(a2

0+a2
1 )/2 da0da1.

2.2.1 Formula for r

First, we know that since u(z) = F(z)

‖F(z)‖ , and since the length of Re u doesn’t change from a
rotation, we can write

r2 = ‖Re ũ‖2 = ‖Re u‖2 = ‖Re F‖2

‖F‖2

= 1

2
+ 1

2
Re

(
1 + z2

1 + |z|2
)N

= 1

2
+ O(e−λzN ),

where e−λz = ∣∣ 1+z2

1+|z|2
∣∣ < 1, z ∈ C\R, Note that we are assuming Im z �= 0, and note that

λz = −log
∣∣ 1+z2

1+|z|2
∣∣ > 1.
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2.2.2 Formula for s

Next, we have the relationship Re ũ · Im ũ = rs, so since the angle between Re u and Im u
doesn’t change under a rotation, we have

s = Re ũ · Im ũ
r

= Re u · Im u
r

= 1

2
Im

(
1 + z2

1 + |z|2
)N

· 1

r
= O(e−λzN ), z ∈ C\R.

2.2.3 Formula for t

Since r2 + s2 + t2 = 1, we have t easily:

[tN (z)]2 = 1 − [rN(z)]2 − [sN(z)]2

= 1

2
+ O(e−λzN ), z ∈ C\R.

Also, we note that r, s, and t converge uniformly on compact sets K ⊂ C\R, where the
error term is O(e−λKN), for some universal constant λ (independent of N and z). Finally, we
note that all derivatives of r, s, and t are O(e−λzN ), and all derivatives converge uniformly
on compact sets K ⊂ C\R as well.

2.3 Proof of Lemma 2.3—Evaluating the Integral

We now prepare to use Jensen’s formula to evaluate the integral

i

π
∂∂̄

∫

R2
log |a0(r + is) + a1(it)| 1

2π
e−(a2

0+a2
1 )/2 da0da1.

2.3.1 Switch to Polar Coordinates

First, we switch to polar coordinates, so the integral becomes

i

2π2
∂∂̄

∫ 2π

θ=0

∫ ∞

ρ=0
log |(ρ sin θ)(r + is) + (ρ cos θ)(it)|e−ρ2/2ρdρdθ.

We may factor out a ρ from the argument of the log and get for the integrand

(logρ + log |(sin θ)(r + is) + (cos θ)(it)|) e−ρ2/2.

Since
∫ 2π

θ=0

∫ ∞

ρ=0
logρe−ρ2

ρdρdθ

doesn’t depend on z, it gets killed by ∂∂̄, so the integral reduces to

∫ 2π

θ=0

∫ ∞

ρ=0
log |(sin θ)(r + is) + (cos θ)(it)|e−ρ2/2ρdρdθ.
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The log term doesn’t depend on ρ, so we may pull that term outside the integral, and inte-
grate with respect to ρ to get

∫ 2π

θ=0
log |(sin θ)(r + is) + (cos θ)(it)|

[∫ ∞

ρ=0
e−ρ2/2ρ dρ

]
dθ

=
∫ 2π

θ=0
log |(sin θ)(r + is) + (cos θ)(it)|[−e−ρ2/2

]∞
0

dθ

=
∫ 2π

θ=0
log |(sin θ)(r + is) + (cos θ)(it)|dθ.

2.3.2 Jensen’s Formula

Using the fact that cos θ = 1
2 (eiθ + e−iθ ) and sin θ = 1

2i
(eiθ − e−iθ ), we can write the integral

as

−
∫ 2π

θ=0
log

1

2
|(eiθ − e−iθ )(−i)(r + is) + (eiθ + e−iθ )it |dθ.

We can bring out a log 1
2 , and since ∂∂̄ log 1

2 = 0, we have

−
∫ 2π

θ=0
log |(eiθ − e−iθ )(−ir + s) + (eiθ + e−iθ )it |dθ.

We can factor out e−iθ , and since log |e−iθ | = 0, we get

−
∫ 2π

θ=0
log |(ei2θ − 1)(−ir + s) + (ei2θ + 1)it |dθ

= −
∫ 2π

θ=0
log |(s + i(t − r))ei2θ + (−s + i(t + r))|dθ.

We can now use Jensen’s formula to evaluate the inner integral. Recall that Jensen’s formula
states that, assuming φ(0) �= 0, and φ is non-zero on ∂D(0,1), then

1

2π

∫ 2π

θ=0
log |φ(eiθ )|dθ = log |φ(0)| +

∑

φ(wj )=0
|wj |<1

log
1

|wj | .

In our case,

φ(w) = (s + i(t − r))w2 + (−s + i(t + r)),

so that we have

φ(eiθ ) = (s + i(t − r))ei2θ + (−s + i(t + r))

φ(0) = −s + i(t + r), and

φ(wj ) = 0 ⇐⇒ [wj(z)]2 = −−s + i(t + r)

s + i(t − r)
.

Note that since |φ(0)|2 = |−s + i(t + r)|2 = s2 + (t + r)2 = s2 + r2 + 2rt + t2 = 1 + 2rt ,
and r and t are non-negative (by construction), φ(0) �= 0.
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We show that |wj(z)|2 ≥ 1, for all z, implying that |wj(z)| ≥ 1 and that all the zeros
wj(z) of φ are outside the unit disk for every z. We have

|wj(z)|4 =
∣∣∣∣
−s + i(t + r)

s + i(t − r)

∣∣∣∣
2

= s2 + t2 + 2rt + r2

s2 + t2 − 2rt + r2
≥ 1

for z ∈ C since r and t are non-negative by construction. Note that the only time rt is zero
is when z ∈ R. In this case, rN(z) = 1 and sN(z) = tN (z) = 0 for all N, and |wj(z)| = 1.

So since all of the zeros of φ are outside the unit disk, we have for z ∈ C,

1

2π

∫ 2π

θ=0
log |φ(eiθ )|dθ = log |φ(0)| = log | − s + i(t + r)|

= 1

2
log | − s + i(t + r)|2

= 1

2
log(1 + 2rt),

or
∫

log |a0(r + is) + a1(it)|e−a2
0−a2

1 da0da1 = π
1

2
log(1 + 2rt),

the result of the lemma.

2.4 Proof of Lemma 2.4—An Exact Formula for the Error Term

From the proof of Lemma 2.3, we have

ẼN(z) dx ∧ dy = − i

2π
∂∂̄ log(1 + 2rt)

= 1

π

∂2

∂z∂z̄
log(1 + 2rt) dx ∧ dy, z ∈ C\R.

After some simplification of 2rt we have

ẼN(z) = 1

π

∂2

∂z∂z̄
log

(
1 +

√

1 −
∣∣∣∣

(1 + z2)N

(1 + |z|2)N

∣∣∣∣
2)

,

for z ∈ C\R.

2.5 Finishing Proof of Proposition 2.1—Theorem 1 for m = 1

Since we found that r = rN(z) =
√

1
2 + O(e−λzN ), t = tN (z) =

√
1
2 + O(e−λzN ), and s =

sN(z) = O(e−λzN ) and all derivatives (in particular, the first and second derivatives) of r, s,

and t are O(e−λzN ), we can say that, from the proof of Lemma 2.4,

ẼN(z) = O(e−λzN ), z ∈ C\R.

The proof of Proposition 2.1 follows directly from this result, combined with (2) and
Lemma 2.4.
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3 Proof of Theorem 1 for m ≥ 2

In this section we are concerned with the zeros of hm,N = (f1,N , . . . , fm,N ) : C
m → C

m,
where fq,N is a polynomial of the form

fq,N (z) =
N∑

|J |=0

a
q

J

(
N

J

)1/2

zJ

where a
q

J is a real standard Gaussian random variable, and where we use the following
multi-index notation:

z = (z1, . . . , zm)

|J | = j1 + · · · + jm

aq

J = aq

j1···jm ∈ R

(
N

J

)
=

(
N

j1, . . . , jm

)
= N !

(N − j1 − · · · − jm)!j1n · · · jm!
zJ = z

j1
1 · · · zjm

m .

Instead, we choose to think of the random polynomials

fq,N (z) =
N∑

|J |=0

c
q

J

(
N

J

)1/2

zJ ,

where the c
q

J ’s are independent complex random variables, where the random vector {cq

J } ∈
DN,DN = (

N+m

m

)
has associated measure dγ for each q . We then consider two special cases

dγcx = 1

πN
e−|c|2dc, c ∈ C

DN , DN =
(

N + m

m

)

dγreal = δS

1

πN
e−|c|2dc, c ∈ C

DN ,

where δS is the delta function on S ⊂ C
DN , the set of points c = a + ib ∈ C

DN where
b = 0 ∈ R

DN . Here dγcx corresponds to the standard complex Gaussian coefficients case,
where we are considering

fq,N (z) =
N∑

|J |=0

c
q

J

(
N

J

)1/2

zJ ,

where the c
q

J ’s are standard complex Gaussian random variables, and dγreal corresponds to
the standard real Gaussian coefficients case, where we have

fq,N (z) =
N∑

|J |=0

c
q

J

(
N

J

)1/2

zJ =
N∑

|J |=0

aq

J

(
N

J

)1/2

zJ ,

where c
q

J = a
q

J + i0 is a standard real Gaussian random variable. We let E(·) denote expec-
tation with respect to dγreal and Eγcx (·) denote expectation with respect to dγcx .

The goal of this chapter is to prove Theorem 1 in the m ≥ 1 case.
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Theorem 1

Eγreal(Zhm,N (z)) = Eγcx (Zhm,N (z)) + O(e−λzN),

for all z ∈ C
m\R

m, where λz is a positive constant that depends continuously on z. The
explicit formula for λz is

λz = −log

∣∣∣∣
1 + z · z
1 + ‖z‖2

∣∣∣∣.

Also, for compact sets K ⊂ C
m\R

m, the density converges uniformly with an error term of
O(e−λKN), where λK is a constant that depends only on K .

So at any point away from R
m, the expected density of zeros in the real coefficients case

approaches the expected density of zeros in the complex coefficients case as N gets large.
Using the Poincaré-Lelong formula, we can write

Eγreal(Zh
N
(z)) = Eγcx (ZhN

(z)) + ẼN(z)

where

Eγcx (ZhN
(z)) = mNm

πm

1

(1 + ‖z‖2)m+1
,

and where ẼN(z) is some “error term”. We then find an explicit formula for this error term.
Writing fq,N (z) = a · Fq,N (z) and uq,N (z) = Fq,N (z)

‖Fq,N (z)‖ , we can write

ẼN(z)

as a sum of 2m − 1 terms, each of which contains a factor of the form

Eγreal

(
1

π

∂2

∂zj ∂z̄k

log |a · uN(z)|
)

. (3)

Note that Eγreal(·) denotes an integral over all of R
DN , with respect to dγreal, and is a fairly

complicated integral. However, like in the one variable case, we note that dγreal is rotation-
ally invariant, and we use this fact and perform 2 real orthogonal changes of variables in
order to simplify this integral over R

DN and write it as an integral over R
2:

Lemma 3.2 (Lemma 2.2 for m ≥ 1) The factor (3) equals

1

π

∫

R2
log |a0(r + is) + a1(it)| 1

2π
e−(a2

0+a2
1 )/2 da0da1

for some functions r = rN(z), s = sN(z), and t = tN (z) for which we give formulas within
the proof of the lemma.

Then we easily get

Lemma 3.3 (Lemma 2.3 for m ≥ 1) If r2 + s2 + t2 = 1 and r, s, t > 0, we have that

1

2π

∫

R2
log |a0(r + is) + a1(it)|e−(a2

0+a2
1 )/2 da0da1 = 1

2
log(1 + 2rt).
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This means that the factors (3) are of the form

1

π

∂2

∂zj ∂z̄k

log(1 + 2rt)

each of which is O(e−λzN) for some positive constant λz depending continuously on z. Using
an argument that relies on the independence of the fq,N (z)′s, we get the following:

Lemma 3.4 (Lemma 2.4 for m ≥ 1) We give an exact formula for ẼN(z), and show that it
goes to zero rapidly, i.e.,

ẼN(z) = O(e−λzN), z ∈ C
m\R

m,

where λz is a positive constant depending continuously on z. We give an explicit formula for
λz in the proof of the theorem.

This lemma gives us our first main theorem, as shown in Sect. 3.5.

3.1 Proof of Theorem 1

We begin by writing

aq = (a
q

0,...,0, . . . , a
q

J , . . . , a
q

0,...,0,N ) ∈ R
DN ,

Fq,N (z) = FN(z) =
((

N

0, . . . ,0

) 1
2

, . . . ,

(
N

J

) 1
2

zJ , . . . ,

(
N

0, . . . ,0,N

) 1
2

z0
1 · · · zN

m

)
.

Note that Fq,N (z) = FN(z) ∈ C
DN , where DN = (

N+m

m

)
, and that we can write fq,N = aq ·

Fq,N = aq · FN .

By the Poincaré-Lelong formula, we have

E(Zf1(z) ∧ · · · ∧ Zfm(z)) = E

(
i

2π
∂∂̄ log |f1|2 ∧ · · · ∧ i

2π
∂∂̄ log |fm|2

)

= E

[(
i

2π

)m(
∂∂̄ log |a1 · F|2 ∧ · · · ∧ ∂∂̄ log |am · F|2)

]

which we can write more succinctly as

(
i

2π

)m

E

(
m∧

q=1

∂∂̄ log
∣∣aq · F

∣∣2

)
. (4)

Writing F = F
‖F‖ ‖F‖ and u = F

‖F‖ , we can write (4) as

(
i

2π

)m

E

(
m∧

q=1

∂∂̄ log
∣∣aq · F

‖F‖‖F‖∣∣2

)

=
(

i

2π

)m

E

[
m∧

q=1

(
∂∂̄ log‖F‖2 + ∂∂̄ log |aq · u|2)

]
. (5)
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Since ∂∂̄ log‖F‖2 + ∂∂̄ log |aq · u|2 is independent of a� for l �= q, then we can write the
expected value of the wedge product as the wedge product of the expected values, and (5)
becomes

(
i

2π

)m m∧

q=1

E
[
∂∂̄ log‖F‖2 + ∂∂̄ log |aq · u|2]

=
(

i

2π

)m m∧

q=1

(
∂∂̄ log‖F‖2 + E[∂∂̄ log |aq · u|2]).

At this point, we could find the large N limit; we have essentially reduced the m-variables
case to showing that E[∂∂̄ log |aq ·u|2] is O(e−λzN). If this term is indeed O(e−λzN), then all
but one term in the wedge product goes to zero exponentially fast. Since we want an exact
formula for the density of zeros, we delay the proof of the large N limit, and we first work
out the details of writing an exact formula more explicitly. From that formula, the large N

limit and the scaling limit will follow easily.
We write

(
i

2π

)m

E

[
m∧

q=1

(
∂∂̄ log‖F‖2 + ∂∂̄ log |aq · u|2)

]

= [E1,N (z) + E2,N (z) + · · · + E2m,N (z)]dω

where E1,N (z)dω,E2,N (z)dω, . . . ,E2m,N (z)dω are given by ( i
2π

)m times the terms

E
(
∂∂̄ log‖F‖2 ∧ ∂∂̄ log‖F‖2 ∧ · · · ∧ ∂∂̄ log‖F‖2

)

E
(
∂∂̄ log |a1 · u| ∧ ∂∂̄ log‖F‖2 ∧ · · · ∧ ∂∂̄ log‖F‖2

)

...

E
(
∂∂̄ log |a1 · u| ∧ ∂∂̄ log |a2 · u| ∧ · · · ∧ ∂∂̄ log |am · u|

)
,

respectively. We look at these 2m terms and we claim that only the first term is non-zero in
the limit. The first term is known:

E1,N (z)dω = Eγcx (ZhN
)dω

=
(

i

2π

)m

E
(
∂∂̄ log‖F‖2 ∧ ∂∂̄ log‖F‖2 ∧ · · · ∧ ∂∂̄ log‖F‖2

)

= mNm

πm

1

(1 + |z1|2 + · · · + |zm|2)m+1
dω

= mNm

πm

1

(1 + ‖z‖2)m+1
dω.

We let the error term ẼN(z) be the sum of the remaining terms:

ẼN(z) = E2,N (z) + · · · + E2m,N (z).

We now prove the lemmas, and continue the proof of Theorem 1 in Sect. 3.5.
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3.2 Proof of Lemma 3.2

Consider the integral
∫

R
DN

log |a� · uN(z)|dμ(a�).

Note that the terms E2,N (z), . . . ,E2m,N (z) each contain a factor of this form. Also note that
this integral is in the same form as the error term in the one variable case (see Lemma 2.2),
so we proceed in a similar manner. We rotate (a0···0, . . . , a0···0N) and then (a10···0, . . . , a0···0N)

so that the integral becomes
∫

R
DN

log |a� · (r + is, it,0, . . . ,0)|dμ(a�)

=
∫

R2
log |a0···0(r + is) + a10···0it |dμ(a0···0) dμ(a10···0)

where r = rN(z), s = sN(z), and t = tN (z). We have similar formulae and large N limits for
r, s, and t :

[rN(z)]2 = 1

2
+ 1

2
Re

(
1 + z2

1 + · · · + z2
m

1 + |z1|2 + · · · + |zm|2
)N

= 1

2
+ O(e−λzN), z ∈ C

m\R
m,

sN(z) = 1

2
Im

(
1 + z2

1 + · · · + z2
m

1 + |z1|2 + · · · + |zm|2
)N 1

rN(z)

= O(e−λzN), z ∈ C
m\R

m,

[tN (z)]2 = 1 − [rN(z)]2 − [sN(z)]2

= 1

2
+ O(e−λzN), z ∈ C

m\R
m.

Also, all derivatives of r, s and t are O(e−λzN), for z ∈ C
m\R

m. Finally, we note that, r, s, t

and their derivatives converge uniformly on compact sets K ⊂ C
m\R

m, where the error term
is O(e−λKN) for some universal constant λ (independent of N and z).

3.3 Proof of Lemma 3.3

The integral is in the same form as the one variable case in Lemma 2.3, the only differences
being different names for the coefficients, and the formulas for r and t . So by Lemma 2.3,
we have

1

2π

∫

R2
log |a0···0(r + is) + a10···0it |dμ(a0···0) dμ(a10···0) = 1

2
log(1 + 2rt).

3.4 Proof of Lemma 3.4

Consider, Eq the q-th term in ẼN(z). This term is of the form

Eq,N(z)dω = E(∂∂̄φ
q

1,N ∧ · · · ∧ ∂∂̄φ
q

m,N )
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where φ
q

l,N (z) is either log‖FN(z)‖ or log |a� · uN(z)| for each �. For example, for E2,N (z)
we have φ2

1,N = log |a1 · u| and φ2
�,N = log‖FN(z)‖ for 1 < � ≤ k. Writing out the wedge

product we get

Eq,N(z) = E

[∑

σ,τ

(−1)σ+τ

(
∂2

∂zσ(1)∂z̄τ(1)

φ
q

1,N

)
× · · · ×

(
∂2

∂zσ(m)∂z̄τ(m)

φ
q

m,N

)]

where the sum is over all permutations σ and τ of {1,2, . . . ,m}, and where (−1)σ denotes
the sign associated to the permutation σ. Since the sum is finite, we can write

Eq,N(z) =
∑

σ,τ

(−1)σ+τE

[(
∂2

∂zσ(1)∂z̄τ(1)

φ
q

1,N

)
× · · · ×

(
∂2

∂zσ(m)∂z̄τ(m)

φ
q

m,N

)]

or

Eq,N(z) =
∑

σ,τ

(−1)σ+τE
σ,τ
q,N (z)

where

E
σ,τ
q,N (z) := E

[
m∏

�=1

(
∂2

∂zσ(�)∂z̄τ(�)

φ
q

�,N (z)
)]

.

To simplify notation even more, let

D
σ,τ
� = ∂2

∂zσ(�)∂z̄τ(�)

so that we have

E
σ,τ
q,N (z) = E

[
m∏

�=1

D
σ,τ
� φ

q

�,N (z)

]
.

Now, note that φ
q

�,N (z) does not depend on all of a1, . . . , am, but only depends at most
on a�. (If φ

q

�,N (z) = log‖FN(z)‖, then it doesn’t depend on a� either.) So because φ
q

�,N (z)
is independent of a�′

for all �′ �= �, we will write this integral over R
DN × · · · × R

DN as a
product of integrals over R

DN . To do this, we first let

Lq = {� : φq

� is of the form log‖FN(z)‖} ⊂ {1, . . . ,m}.

Note that φ
q

� is of the form log |a� · uN(z)|, for all � /∈ Lq . We can now we split the product
to get

E
σ,τ
q,N (z) = E

[( ∏

�∈Lq

D
σ,τ
� φ

q

�,N (z)
)( ∏

�/∈Lq

D
σ,τ
� φ

q

�,N (z)
)]

= E

[( ∏

�∈Lq

D
σ,τ
� log‖FN(z)‖

)( ∏

�/∈Lq

D
σ,τ
� log |a� · uN(z)|

)]
.

By the definition of expected value, we have
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E
σ,τ
q,N (z) =

∫

R
DN

[( ∏

�∈Lq

D
σ,τ
� log‖FN(z)‖

)

×
( ∏

�/∈Lq

D
σ,τ
� log |a� · uN(z)|

)]
dμ(a1) · · ·dμ(am).

Note that the first product is independent of a� for all � /∈ Lq, and the second product is
independent of all � ∈ Lq, so we can write E

σ,τ
q,N (z) as

[∫

R
|Lq |DN

∏

�∈Lq

D
σ,τ
� log‖FN(z)‖dμ(a�)

]

×
[∫

R
(m−|Lq |)DN

∏

�/∈Lq

D
σ,τ
� log |a� · uN(z)|dμ(a�)

]
.

The first product is also independent of a� for all � ∈ Lq, and since
∫

R
DN dμ(a�) = 1, we

have for the first integral

∏

�∈Lq

D
σ,τ
� log‖FN(z)‖.

Even more, the �-th factor in the second product depends only on � and is therefore inde-
pendent of all �′ /∈ L not equal to �. So the integral of this product becomes a product of the
integrals:

∏

�/∈Lq

∫

R
DN

D
σ,τ
� log |a� · uN(z)|dμ(a�)

and we can switch the derivatives and the integral to get

∏

�/∈Lq

D
σ,τ
�

∫

R
DN

log |a� · uN(z)|dμ(a�).

Putting everything together we have

E
σ,τ
q,N (z) =

[ ∏

�∈Lq

D
σ,τ
� log‖FN(z)‖

][ ∏

�/∈Lq

D
σ,τ
�

∫

R
DN

log |a� · uN(z)|dμ(a�)

]
.

Lemma 3.3 gives us

E
σ,τ
q,N (z) =

[ ∏

�∈Lq

D
σ,τ
� log‖FN(z)‖

][ ∏

�/∈Lq

D
σ,τ
�

1

2
log(1 + 2rt)

]
.

3.4.1 Exact Formula

Further simplification gives
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E
σ,τ
q,N (z) =

[ ∏

�∈Lq

D
σ,τ
�

1

2
log(1 + ‖z‖2)N

]

×
[ ∏

�/∈Lq

D
σ,τ
�

1

2
log

(
1 +

√

1 −
∣∣∣∣
(1 + z · z)N

(1 + ‖z‖2)N

∣∣∣∣
2)]

.

Finally,

Eq,N(z) =
∑

σ,τ

(−1)σ+τE
σ,τ
q,N (z)

and

ẼN(z) =
2m∑

q=2

Eq,N(z).

3.4.2 Limit Formula

All derivatives of log‖F‖ are bounded. Next, r = rN(z) =
√

1
2 + O(e−λzN), t = tN (z) =

√
1
2 + O(e−λzN), and s = sN(z) = O(e−λzN) and all derivatives (in particular, the first and

second derivatives) of r, s, and t are O(e−λzN) on C
m\R

m. So we can say that all second
derivatives of log(1 + 2rt) are O(e−λzN) on C

m\R
m. This means that

E
σ,τ
q,N (z) = O(e−λzN), z ∈ C

m\R
m.

Since this is true for each i, σ, and τ, we have

ẼN(z) =
2m∑

q=2

∑

σ,τ

(−1)σ+τE
σ,τ
q,N (z) = O(e−λzN),

for z ∈ C
m\R

m.

3.5 Finishing Proof of Theorem 1

Using our work in Sect. 3.1 with Lemma 3.4, we get our main result:

Eγreal(ZhN (z)) = Eγcx (ZhN (z)) + ẼN(z)

= mNm

πm

1

(1 + ‖z‖2)m+1
+ O(e−λzN), z ∈ C

m\R
m.

4 Proof of Theorem 2

We then wish to study the behavior of Eγreal(ZfN
(z)) near the real line. We define the scaling

limit of the density Eγ(ZfN
(z)) to be

K∞
γ (z) = lim

N→∞
1

N
Eγ(Zf ( z√

N
))
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The scaling limit helps us understand the behavior of the density function in a region around
R that is shrinking at a rate of 1√

N
. We note that

K∞
γcx

(z) = 1

π
,

and we find the scaling limit of the error term when m = 1:

Lemma 4.1 (Scaling limit for the error term, m = 1)

Ẽ∞(z) = lim
N→∞

1

N
ẼN

(
z√
N

)

= 1

π

∂2

∂z∂z̄
log

(
1 +

√

1 −
∣∣∣∣
ez2

e|z|2

∣∣∣∣
2)

, z ∈ C\R.

By setting z = x + iy, we can write

Ẽ∞(z) = 1

4π

∂2

∂y2
log(1 +

√
1 − e−4y2

), y �= 0.

Then, by Proposition 2.1 and Lemma 4.1, we recover Prosen’s scaled density equation,
and our Theorem 2 for the special case m = 1:

Proposition 4.2 (Equation (26) in [11], and Theorem 2 for m = 1) We have

K∞
γreal

(z) = 1

π

1 − (4y2 + 1)e−4y2

(1 − e−4y2
)3/2

.

Since K∞
γreal

(z) depends only on y, we can write K∞
γreal

(y), and we have the asymptotics

K∞
γreal

(y) = O(|y|)

for y near zero.

Since y = 0 corresponds to the real line, this result tells us that the scaled density tends
linearly toward 0 as we approach the real line. This formula for K∞

γreal
(z) was given by Prosen

as mentioned, but we find it here using Poincaré-Lelong method that will be generalized for
the m ≥ 2 case. We give a formula for the scaling limit of the “error term” ẼN(z), when
z ∈ C

m\R
m, which we denote Ẽ∞(z), z ∈ C

m\R
m, and the scaling limit of the density, which

we denote, K∞
γreal

(y). (Once again, the scaled density only depends on y = Im z.) We show
that the behavior of K∞

γreal
(y) near R

m for m ≥ 2 is different than the behavior for m = 1:

Theorem 2 For y near 0,

K∞
γreal

(y) = O(|y|), m = 1,

K∞
γreal

(y) = O

(
1

‖y‖m

)
, m ≥ 2.
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We also show that as |Im z| → ∞, Ẽ∞(z) → 0, so that K∞
γreal

(y) → 0, as ‖y‖ → ∞. In
other words, the scaled density of zeros in the real coefficients case approaches the scaled
density of zeros in the complex coefficients case as you move far away from R

m.

Finally, after working mostly on C\R and C
m\R

m, we give a weak limit of the error term
ẼN(z) on compact sets K ⊂ C (which may include points in R):

Proposition 4.3 (A weak limit, m = 1)

1

N
ẼN(z) dx ∧ dy = O(N−1),

weakly on compact sets K ⊂ C, by which we mean that for any φ ∈ C∞(K),

1

N
(ẼN(z) dx ∧ dy,φ(z)) = 1

N

∫

K

ẼN(z)φ(z) dx ∧ dy = O(N−1).

This means that

1

N
Eγreal(ZfN

(z)) = 1

N
Eγcx (ZfN

(z)) + O(N−1)

= 1

π(1 + |z|2)2
+ O(N−1), weakly on K ⊂ C.

Note that K could contain some points in R, whereas the strong convergence result excludes
points in R.

4.1 Proof of Lemma 4.1—Scaling Limit of the Error Term

By the chain rule we have for any differentiable function f (z)

∂2

∂z∂z̄
f (z)

∣∣
z√
N

= N
∂2

∂z∂z̄

[
f

(
z√
N

)]
.

So we have from Lemma 2.3

1

N
ẼN

(
z√
N

)
= 1

Nπ

∂2

∂z∂z̄
log [1 + 2rN(z)tN (z)]

∣∣
z√
N

= 1

π

∂2

∂z∂z̄
log

[
1 + 2rN

(
z√
N

)
tN

(
z√
N

)]
, z ∈ C\R,

and after some simplification we get

1

π

∂2

∂z∂z̄
log

(
1 +

√√√√1 −
∣∣∣∣
(1 + ( z√

N
)2)N

(1 + | z√
N

|2)N

∣∣∣∣
2)

, z ∈ C\R.

We now take the limit and get

lim
N→∞

1

N
ẼN

(
z√
N

)
= 1

π

∂2

∂z∂z̄
log

(
1 +

√

1 −
∣∣∣∣
ez2

e|z|2

∣∣∣∣
2)

,
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for z ∈ C\R. Setting z = x + iy, we can write

1

4π

∂2

∂y2
log(1 +

√
1 − e−4y2

), y �= 0,

and after simplification and adding to K∞
γcx

(z) = 1
π
, we recover Prosen’s result in [11]:

K∞
γreal

(z) = 1

π

1 − (4y2 + 1)e−4y2

(1 − e−4y2
)3/2

, y �= 0.

4.2 Proof of Proposition 4.2—Theorem 2 for m = 1

Using Lemma 4.1 we have the asymptotics

K∞
γreal

(y) = O(|y|)
for y near zero.

4.3 Proof of Theorem 2

From the proof of Lemma 3.4 we have

Eσ,τ
q,∞(z) := lim

N→∞
1

Nk
E

σ,τ
q,N

(
z√
N

)

=
[ ∏

�∈Lq

D
σ,τ
� ‖z‖2

][ ∏

�/∈Lq

D
σ,τ
�

1

2
log

(
1 +

√

1 −
∣∣∣∣

ez·z

e‖z‖2

∣∣∣∣
2)]

. (6)

If we write z = x + iy, then z · z = ‖x‖2 + 2i(x · y)+‖y‖2. Since |e2i(x·y)| = 1, we can write
the second product as

∏

�/∈Lq

D
σ,τ
�

1

2
log(1 +

√
1 − e−4‖y‖2

).

Since the first product is bounded (it is 1 if σ(�) = τ(�), for all � ∈ L, and zero otherwise),
and the second product goes to zero exponentially fast as ‖y‖ → ∞, we have

Eσ,τ
q,∞(z) → 0, as ‖y‖ → ∞.

Since this is true for each i, σ, and τ we have

Ẽ∞(z) =
2m∑

q=2

∑

σ,τ

(−1)σ+τEσ,τ
q,∞(z) → 0, as ‖y‖ → ∞

and since

K∞
γreal

(z) = lim
N→∞

1

N
Eγreal(ZhN ( z√

N
))

= lim
N→∞

1

N

(
E1,N

(
z√
N

)
+ ẼN

(
z√
N

))
,



Density of Complex Zeros of a System of Real Random Polynomials 831

we get

K∞
γreal

(z) → m

πm
, as ‖y‖ → ∞.

We now look at the behavior of the second term in (6) near R
m. We have the following

asymptotics:

1

2
log(1 +

√
1 − exp−4‖y‖2

) = ‖y‖ + O(‖y‖2),

∂2

∂yj ∂yk

1

2
log(1 +

√
1 − exp−4‖y‖2

) = ∂2

∂yj ∂yk

‖y‖ + O(1) = O

(
1

‖y‖
)

.

Since in the worst case the second term has m products, we have at worst

∏

�/∈Lq

D
σ,τ
�

1

2
log(1 +

√
1 − e−4‖y‖2

) = O

(
1

‖y‖m

)
,

giving us

Eσ,τ
q,∞(z) = O

(
1

‖y‖m

)
, and Ẽ∞(z) =

2m∑

q=2

∑

σ,τ

(−1)σ+τEσ,τ
q,∞(z) = O

(
1

‖y‖m

)
.

4.4 Proof of Proposition 4.3—Weak Limit

Let K ⊂ C be a compact set. Note that unlike before, we are including points on the real
line. We now show that 1

N
ẼN(z) dx ∧dy goes to 0 weakly on K. More specifically, we show

that for any φ ∈ C∞(K),

1

N
(ẼN(z) dx ∧ dy,φ(z)) = 1

N

∫

K

ẼN(z)φ(z) dx ∧ dy = O(N−1).

Recall that ẼN(z) dx ∧ dy = E( i
π
∂∂̄ log |a · uN(z)|). By the definition of the expectation of

a distribution, we have

(ẼN(z) dx ∧ dy,φ(z)) =
(

E

(
i

π
∂∂̄ log |a · uN(z)|

)
, φ(z)

)

= E

(
i

π
∂∂̄ log |a · uN(z)|, φ(z)

)
.

By the definition of the derivative of a distribution, we have

E

(
i

π
∂∂̄ log |a · uN(z)|, φ(z)

)
= E

(
log |a · uN(z)|, i

π
∂∂̄φ(z)

)
,

and by the definition of a distribution, we can write this as

E

(∫

K

log |a · uN(z)| i

π
∂∂̄φ(z)

)
.
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Recall that E denotes expectation with respect to the Gaussian measure dγreal. We then have
by definition of expected value that this equals

∫

RN

(∫

K

log |a · uN(z)| i

π
∂∂̄φ(z)

)
dγreal(a).

Since the integrand is bounded, and since φ(z) does not depend on a, we can switch the
order of the integrals and get

∫

K

(∫

RN

log |a · uN(z)|dγreal(a)

)
i

π
∂∂̄φ(z).

Recall that by Lemma 2.3 above we have that the inner integral is 1
2 log(1 + 2rt), so we

have
∫

K

(∫

RN

log |a · uN(z)|dγreal(a)

)
i

π
∂∂̄φ(z) =

∫

K

i

2π
log(1 + 2rt)∂∂̄φ(z).

Recall also that rN(z) and tN (z) are both positive by construction, and both are bounded
by 1 since r2 + s2 + t2 = 1. Both of these conditions are true even on the real line, where
rN = 0 and tN = 0 for all N. This implies the crude estimate 1 ≤ (1 + 2rt) ≤ 3, everywhere
on C and, in particular, on K.

Since φ ∈ C∞(K), we can write

∫

K

i

2π
log(1 + 2rt)∂∂̄φ(z) ≤

∫

K

C
i

π
∂∂̄φ(z),= C

∥∥∥∥
i

π
∂∂̄φ(z)

∥∥∥∥
L1(K)

where C is independent of N,K, and z, including z on the real line, and the L1 norm
‖ i

π
∂∂̄φ(z)‖L1(K) depends only on K. So then we have that

(ẼN(z) dx ∧ dy,φ(z)) ≤ CK

where CK is a constant which depends only on K. We now have want we want:

1

N
(ẼN(z) dx ∧ dy,φ(z)) ≤ 1

N
CK = O(N−1).

Note that when we consider compact sets K that include part of the real line, the weak
limit is the only result we have. We do not get a strong result because the derivatives of
r, s, t, and therefore ẼN(z) blow up near the real line. When we find the weak limit and
move the ∂∂̄ from the log term to the φ term as we did above, we avoid this problem:
only the derivatives of r and t blow up near the real line, not the values of the functions
themselves.

Acknowledgements I would like to thank Bernard Shiffman, for his guidance, teaching, patience, and for
countless helpful meetings, conversations and suggestions.

References

1. Bleher, P., Shiffman, B., Zelditch, S.: Poincaré-Lelong approach to universality and scaling of correla-
tions between zeros. Commun. Math. Phys. 208(3), 771–785 (2000)



Density of Complex Zeros of a System of Real Random Polynomials 833

2. Bleher, P., Shiffman, B., Zelditch, S.: Universality and scaling of correlations between zeros on complex
manifolds. Invent. Math. 142(2), 351–395 (2000)

3. Bogomolny, E., Bohigas, O., Leboeuf, P.: Distribution of roots of random polynomials. Phys. Rev. Lett.
68(18), 2726–2729 (1992)

4. Bogomolny, E., Bohigas, O., Leboeuf, P.: Quantum chaotic dynamics and random polynomials. J. Stat.
Phys. 85(5), 639–679 (1996)

5. Douglas, M., Shiffman, B., Zelditch, S.: Critical points and supersymmetric vacua I. Commun. Math.
Phys. 252(1), 325–358 (2004)

6. Edelman, A., Kostlan, E.: How many zeros of a random polynomial are real?. Am. Math. Soc. 32(1),
1–37 (1995)

7. Hannay, J.: Chaotic analytic zero points: exact statistics for those of a random spin state. J. Phys. A,
Math. Gen. 29(5), L101–L105 (1996)

8. Ibragimov, I., Zeitouni, O.: On roots of random polynomials. Trans. Am. Math. Soc. 349(6), 2427–2441
(1997)

9. Kac, M.: On the average number of real roots of a random algebraic equation (II). Proc. Lond. Math.
Soc. 2(6), 401 (1948)

10. Macdonald, B.: Density of complex critical points of a real random polynomial in several variables. In
final preparation (2009)

11. Prosen, T.: Exact statistics of complex zeros for Gaussian random polynomials with real coefficients.
J. Phys. A, Math. Gen. 29(15), 4417–4423 (1996)

12. Rice, S.: Mathematical analysis of random noise. Sel. Pap. Noise Stoch. Process, 133–294 (1954)
13. Shepp, L., Vanderbei, R.: The complex zeros of random polynomials. Trans. Am. Math. Soc. 347(11),

4365–4384 (1995)
14. Shiffman, B., Zelditch, S.: Distribution of zeros of random and quantum chaotic sections of positive line

bundles. Commun. Math. Phys. 200(3), 661–683 (1999)


	Density of Complex Zeros of a System of Real Random Polynomials
	Abstract
	Introduction
	Density of Zeros
	Behavior of the Scaled Zero Density near Rm

	Proof of Theorem 1 for m=1
	Proof of Proposition 2.1-Theorem 1 for m=1
	Proof of Lemma 2.2-Real Rotations
	Formula for r
	Formula for s
	Formula for t

	Proof of Lemma 2.3-Evaluating the Integral
	Switch to Polar Coordinates
	Jensen's Formula

	Proof of Lemma 2.4-An Exact Formula for the Error Term
	Finishing Proof of Proposition 2.1-Theorem 1 for m=1 

	Proof of Theorem 1 for m >=2
	Proof of Theorem 1
	Proof of Lemma 3.2
	Proof of Lemma 3.3
	Proof of Lemma 3.4
	Exact Formula
	Limit Formula

	Finishing Proof of Theorem 1

	Proof of Theorem 2
	Proof of Lemma 4.1-Scaling Limit of the Error Term
	Proof of Proposition 4.2-Theorem 2 for m=1
	Proof of Theorem 2
	Proof of Proposition 4.3-Weak Limit

	Acknowledgements
	References



<<
  /ASCII85EncodePages false
  /AllowTransparency false
  /AutoPositionEPSFiles true
  /AutoRotatePages /None
  /Binding /Left
  /CalGrayProfile (Gray Gamma 2.2)
  /CalRGBProfile (sRGB IEC61966-2.1)
  /CalCMYKProfile (ISO Coated v2 300% \050ECI\051)
  /sRGBProfile (sRGB IEC61966-2.1)
  /CannotEmbedFontPolicy /Error
  /CompatibilityLevel 1.3
  /CompressObjects /Off
  /CompressPages true
  /ConvertImagesToIndexed true
  /PassThroughJPEGImages true
  /CreateJDFFile false
  /CreateJobTicket false
  /DefaultRenderingIntent /Perceptual
  /DetectBlends true
  /DetectCurves 0.1000
  /ColorConversionStrategy /sRGB
  /DoThumbnails true
  /EmbedAllFonts true
  /EmbedOpenType false
  /ParseICCProfilesInComments true
  /EmbedJobOptions true
  /DSCReportingLevel 0
  /EmitDSCWarnings false
  /EndPage -1
  /ImageMemory 1048576
  /LockDistillerParams true
  /MaxSubsetPct 100
  /Optimize true
  /OPM 1
  /ParseDSCComments true
  /ParseDSCCommentsForDocInfo true
  /PreserveCopyPage true
  /PreserveDICMYKValues true
  /PreserveEPSInfo true
  /PreserveFlatness true
  /PreserveHalftoneInfo false
  /PreserveOPIComments false
  /PreserveOverprintSettings true
  /StartPage 1
  /SubsetFonts false
  /TransferFunctionInfo /Apply
  /UCRandBGInfo /Preserve
  /UsePrologue false
  /ColorSettingsFile ()
  /AlwaysEmbed [ true
  ]
  /NeverEmbed [ true
  ]
  /AntiAliasColorImages false
  /CropColorImages true
  /ColorImageMinResolution 150
  /ColorImageMinResolutionPolicy /Warning
  /DownsampleColorImages true
  /ColorImageDownsampleType /Bicubic
  /ColorImageResolution 150
  /ColorImageDepth -1
  /ColorImageMinDownsampleDepth 1
  /ColorImageDownsampleThreshold 1.50000
  /EncodeColorImages true
  /ColorImageFilter /DCTEncode
  /AutoFilterColorImages true
  /ColorImageAutoFilterStrategy /JPEG
  /ColorACSImageDict <<
    /QFactor 0.76
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /ColorImageDict <<
    /QFactor 0.76
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /JPEG2000ColorACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /JPEG2000ColorImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /AntiAliasGrayImages false
  /CropGrayImages true
  /GrayImageMinResolution 150
  /GrayImageMinResolutionPolicy /Warning
  /DownsampleGrayImages true
  /GrayImageDownsampleType /Bicubic
  /GrayImageResolution 150
  /GrayImageDepth -1
  /GrayImageMinDownsampleDepth 2
  /GrayImageDownsampleThreshold 1.50000
  /EncodeGrayImages true
  /GrayImageFilter /DCTEncode
  /AutoFilterGrayImages true
  /GrayImageAutoFilterStrategy /JPEG
  /GrayACSImageDict <<
    /QFactor 0.76
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /GrayImageDict <<
    /QFactor 0.76
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /JPEG2000GrayACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /JPEG2000GrayImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /AntiAliasMonoImages false
  /CropMonoImages true
  /MonoImageMinResolution 600
  /MonoImageMinResolutionPolicy /Warning
  /DownsampleMonoImages true
  /MonoImageDownsampleType /Bicubic
  /MonoImageResolution 600
  /MonoImageDepth -1
  /MonoImageDownsampleThreshold 1.50000
  /EncodeMonoImages true
  /MonoImageFilter /CCITTFaxEncode
  /MonoImageDict <<
    /K -1
  >>
  /AllowPSXObjects false
  /CheckCompliance [
    /None
  ]
  /PDFX1aCheck false
  /PDFX3Check false
  /PDFXCompliantPDFOnly false
  /PDFXNoTrimBoxError true
  /PDFXTrimBoxToMediaBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXSetBleedBoxToMediaBox true
  /PDFXBleedBoxToTrimBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXOutputIntentProfile (None)
  /PDFXOutputConditionIdentifier ()
  /PDFXOutputCondition ()
  /PDFXRegistryName ()
  /PDFXTrapped /False

  /Description <<
    /CHS <FEFF4f7f75288fd94e9b8bbe5b9a521b5efa7684002000410064006f006200650020005000440046002065876863900275284e8e55464e1a65876863768467e5770b548c62535370300260a853ef4ee54f7f75280020004100630072006f0062006100740020548c002000410064006f00620065002000520065006100640065007200200035002e003000204ee553ca66f49ad87248672c676562535f00521b5efa768400200050004400460020658768633002>
    /CHT <FEFF4f7f752890194e9b8a2d7f6e5efa7acb7684002000410064006f006200650020005000440046002065874ef69069752865bc666e901a554652d965874ef6768467e5770b548c52175370300260a853ef4ee54f7f75280020004100630072006f0062006100740020548c002000410064006f00620065002000520065006100640065007200200035002e003000204ee553ca66f49ad87248672c4f86958b555f5df25efa7acb76840020005000440046002065874ef63002>
    /DAN <FEFF004200720075006700200069006e0064007300740069006c006c0069006e006700650072006e0065002000740069006c0020006100740020006f007000720065007400740065002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e007400650072002c0020006400650072002000650067006e006500720020007300690067002000740069006c00200064006500740061006c006a006500720065007400200073006b00e60072006d007600690073006e0069006e00670020006f00670020007500640073006b007200690076006e0069006e006700200061006600200066006f0072007200650074006e0069006e006700730064006f006b0075006d0065006e007400650072002e0020004400650020006f007000720065007400740065006400650020005000440046002d0064006f006b0075006d0065006e0074006500720020006b0061006e002000e50062006e00650073002000690020004100630072006f00620061007400200065006c006c006500720020004100630072006f006200610074002000520065006100640065007200200035002e00300020006f00670020006e0079006500720065002e>
    /DEU <FEFF00560065007200770065006e00640065006e0020005300690065002000640069006500730065002000450069006e007300740065006c006c0075006e00670065006e0020007a0075006d002000450072007300740065006c006c0065006e00200076006f006e002000410064006f006200650020005000440046002d0044006f006b0075006d0065006e00740065006e002c00200075006d002000650069006e00650020007a0075007600650072006c00e40073007300690067006500200041006e007a006500690067006500200075006e00640020004100750073006700610062006500200076006f006e00200047006500730063006800e40066007400730064006f006b0075006d0065006e00740065006e0020007a0075002000650072007a00690065006c0065006e002e00200044006900650020005000440046002d0044006f006b0075006d0065006e007400650020006b00f6006e006e0065006e0020006d006900740020004100630072006f00620061007400200075006e0064002000520065006100640065007200200035002e003000200075006e00640020006800f600680065007200200067006500f600660066006e00650074002000770065007200640065006e002e>
    /ESP <FEFF005500740069006c0069006300650020006500730074006100200063006f006e0066006900670075007200610063006900f3006e0020007000610072006100200063007200650061007200200064006f00630075006d0065006e0074006f0073002000640065002000410064006f00620065002000500044004600200061006400650063007500610064006f007300200070006100720061002000760069007300750061006c0069007a00610063006900f3006e0020006500200069006d0070007200650073006900f3006e00200064006500200063006f006e006600690061006e007a006100200064006500200064006f00630075006d0065006e0074006f007300200063006f006d00650072006300690061006c00650073002e002000530065002000700075006500640065006e00200061006200720069007200200064006f00630075006d0065006e0074006f00730020005000440046002000630072006500610064006f007300200063006f006e0020004100630072006f006200610074002c002000410064006f00620065002000520065006100640065007200200035002e003000200079002000760065007200730069006f006e0065007300200070006f00730074006500720069006f007200650073002e>
    /FRA <FEFF005500740069006c006900730065007a00200063006500730020006f007000740069006f006e00730020006100660069006e00200064006500200063007200e900650072002000640065007300200064006f00630075006d0065006e00740073002000410064006f006200650020005000440046002000700072006f00660065007300730069006f006e006e0065006c007300200066006900610062006c0065007300200070006f007500720020006c0061002000760069007300750061006c00690073006100740069006f006e0020006500740020006c00270069006d007000720065007300730069006f006e002e0020004c0065007300200064006f00630075006d0065006e00740073002000500044004600200063007200e900e90073002000700065007500760065006e0074002000ea0074007200650020006f007500760065007200740073002000640061006e00730020004100630072006f006200610074002c002000610069006e00730069002000710075002700410064006f00620065002000520065006100640065007200200035002e0030002000650074002000760065007200730069006f006e007300200075006c007400e90072006900650075007200650073002e>
    /ITA (Utilizzare queste impostazioni per creare documenti Adobe PDF adatti per visualizzare e stampare documenti aziendali in modo affidabile. I documenti PDF creati possono essere aperti con Acrobat e Adobe Reader 5.0 e versioni successive.)
    /JPN <FEFF30d330b830cd30b9658766f8306e8868793a304a3088307353705237306b90693057305f002000410064006f0062006500200050004400460020658766f8306e4f5c6210306b4f7f75283057307e305930023053306e8a2d5b9a30674f5c62103055308c305f0020005000440046002030d530a130a430eb306f3001004100630072006f0062006100740020304a30883073002000410064006f00620065002000520065006100640065007200200035002e003000204ee5964d3067958b304f30533068304c3067304d307e305930023053306e8a2d5b9a3067306f30d530a930f330c8306e57cb30818fbc307f3092884c3044307e30593002>
    /KOR <FEFFc7740020c124c815c7440020c0acc6a9d558c5ec0020be44c988b2c8c2a40020bb38c11cb97c0020c548c815c801c73cb85c0020bcf4ace00020c778c1c4d558b2940020b3700020ac00c7a50020c801d569d55c002000410064006f0062006500200050004400460020bb38c11cb97c0020c791c131d569b2c8b2e4002e0020c774b807ac8c0020c791c131b41c00200050004400460020bb38c11cb2940020004100630072006f0062006100740020bc0f002000410064006f00620065002000520065006100640065007200200035002e00300020c774c0c1c5d0c11c0020c5f40020c2180020c788c2b5b2c8b2e4002e>
    /NLD (Gebruik deze instellingen om Adobe PDF-documenten te maken waarmee zakelijke documenten betrouwbaar kunnen worden weergegeven en afgedrukt. De gemaakte PDF-documenten kunnen worden geopend met Acrobat en Adobe Reader 5.0 en hoger.)
    /NOR <FEFF004200720075006b00200064006900730073006500200069006e006e007300740069006c006c0069006e00670065006e0065002000740069006c002000e50020006f0070007000720065007400740065002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e00740065007200200073006f006d002000650072002000650067006e0065007400200066006f00720020007000e5006c006900740065006c006900670020007600690073006e0069006e00670020006f00670020007500740073006b007200690066007400200061007600200066006f0072007200650074006e0069006e006700730064006f006b0075006d0065006e007400650072002e0020005000440046002d0064006f006b0075006d0065006e00740065006e00650020006b0061006e002000e50070006e00650073002000690020004100630072006f00620061007400200065006c006c00650072002000410064006f00620065002000520065006100640065007200200035002e003000200065006c006c00650072002e>
    /PTB <FEFF005500740069006c0069007a006500200065007300730061007300200063006f006e00660069006700750072006100e700f50065007300200064006500200066006f0072006d00610020006100200063007200690061007200200064006f00630075006d0065006e0074006f0073002000410064006f00620065002000500044004600200061006400650071007500610064006f00730020007000610072006100200061002000760069007300750061006c0069007a006100e700e3006f002000650020006100200069006d0070007200650073007300e3006f00200063006f006e0066006900e1007600650069007300200064006500200064006f00630075006d0065006e0074006f007300200063006f006d0065007200630069006100690073002e0020004f007300200064006f00630075006d0065006e0074006f00730020005000440046002000630072006900610064006f007300200070006f00640065006d0020007300650072002000610062006500720074006f007300200063006f006d0020006f0020004100630072006f006200610074002000650020006f002000410064006f00620065002000520065006100640065007200200035002e0030002000650020007600650072007300f50065007300200070006f00730074006500720069006f007200650073002e>
    /SUO <FEFF004b00e40079007400e40020006e00e40069007400e4002000610073006500740075006b007300690061002c0020006b0075006e0020006c0075006f0074002000410064006f0062006500200050004400460020002d0064006f006b0075006d0065006e007400740065006a0061002c0020006a006f0074006b006100200073006f0070006900760061007400200079007200690074007900730061007300690061006b00690072006a006f006a0065006e0020006c0075006f00740065007400740061007600610061006e0020006e00e400790074007400e4006d0069007300650065006e0020006a0061002000740075006c006f007300740061006d0069007300650065006e002e0020004c0075006f0064007500740020005000440046002d0064006f006b0075006d0065006e00740069007400200076006f0069006400610061006e0020006100760061007400610020004100630072006f0062006100740069006c006c00610020006a0061002000410064006f00620065002000520065006100640065007200200035002e0030003a006c006c00610020006a006100200075007500640065006d006d0069006c006c0061002e>
    /SVE <FEFF0041006e007600e4006e00640020006400650020006800e4007200200069006e0073007400e4006c006c006e0069006e006700610072006e00610020006f006d002000640075002000760069006c006c00200073006b006100700061002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e007400200073006f006d00200070006100730073006100720020006600f60072002000740069006c006c006600f60072006c00690074006c006900670020007600690073006e0069006e00670020006f006300680020007500740073006b007200690066007400650072002000610076002000610066006600e4007200730064006f006b0075006d0065006e0074002e002000200053006b006100700061006400650020005000440046002d0064006f006b0075006d0065006e00740020006b0061006e002000f600700070006e00610073002000690020004100630072006f0062006100740020006f00630068002000410064006f00620065002000520065006100640065007200200035002e00300020006f00630068002000730065006e006100720065002e>
    /ENU <FEFF004a006f0062006f007000740069006f006e007300200066006f00720020004100630072006f006200610074002000440069007300740069006c006c006500720020003700200061006e006400200038002e000d00500072006f006400750063006500730020005000440046002000660069006c0065007300200077006800690063006800200061007200650020007500730065006400200066006f00720020006f006e006c0069006e0065002e000d0028006300290020003200300030003800200053007000720069006e006700650072002d005600650072006c0061006700200047006d006200480020000d000d0054006800650020006c00610074006500730074002000760065007200730069006f006e002000630061006e00200062006500200064006f0077006e006c006f006100640065006400200061007400200068007400740070003a002f002f00700072006f00640075006300740069006f006e002e0073007000720069006e006700650072002e0063006f006d000d0054006800650072006500200079006f0075002000630061006e00200061006c0073006f002000660069006e0064002000610020007300750069007400610062006c006500200045006e0066006f0063007500730020005000440046002000500072006f00660069006c006500200066006f0072002000500069007400530074006f0070002000500072006f00660065007300730069006f006e0061006c0020003600200061006e0064002000500069007400530074006f007000200053006500720076006500720020003300200066006f007200200070007200650066006c00690067006800740069006e006700200079006f007500720020005000440046002000660069006c006500730020006200650066006f007200650020006a006f00620020007300750062006d0069007300730069006f006e002e>
  >>
>> setdistillerparams
<<
  /HWResolution [2400 2400]
  /PageSize [595.276 841.890]
>> setpagedevice


